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Nagashima Ohno & Tsunematsu is the first in-
tegrated full-service law firm in Japan and one 
of the foremost providers of international and 
commercial legal services based in Tokyo. The 
firm’s overseas network includes offices in New 
York, Singapore, Bangkok, Ho Chi Minh City, 
Hanoi and Shanghai, as well as collaborative 
relationships with prominent local law firms 
throughout Asia and other regions. The TMT 
practice group comprises about 50 lawyers and 
legal professionals and represents major Japa-

nese telecommunications carriers, key TV net-
works, and many domestic and international in-
ternet, social media and gaming companies not 
only in transactions but also in disputes, regu-
latory matters and general corporate matters. 
Another strength of the TMT practice group is 
that – in view of the firm’s robust client base – it 
is well positioned to consistently meet requests 
from clients to provide advice in many different 
areas, from business strategies to daily compli-
ance and corporate matters.
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1. General Legal Framework

1.1 General Legal Background
Despite the absence of comprehensive AI-spe-
cific legislation in Japan, several general legal 
frameworks apply to AI technologies, as follows.

Tort Law (Civil Code)
Under Article 709 of Japan’s Civil Code, liability 
may arise from intentional or negligent actions 
that infringe on rights or legally protected inter-
ests, including harm caused by AI. Tort law 
provisions encompass potential liabilities for AI 
users, developers or providers based on their 
foresight and preventive measures.

Privacy and Data Protection Law
The Act on the Protection of Personal Informa-
tion (APPI) regulates the processing of personal 
data in developing, training and utilising AI. For 
details, see 8.2 Data Protection and Genera-
tive AI.

IP Law
Copyright and patent laws are both applicable to 
AI – although their application remains debated. 
The Copyright Act includes provisions such as 
Article 30-4 that permit the use of copyrighted 
works for information analysis without the con-
sent of the copyright holder and such provisions 
can apply to AI training under certain conditions. 
For detailed analysis, see 15. Intellectual Prop-
erty.

Criminal Law
The Japanese Penal Code encompasses vari-
ous crimes that may apply when AI is misused, 
including fraud (Article 246), defamation (Article 
230), and obstruction of business (Article 233). 
The risks particularly emerge with generative 
AI, which can create deepfakes or synthesised 
content that may be used in fraud schemes, 

impersonation, or business interference. Addi-
tionally, the Unauthorised Computer Access 
Law addresses AI-related misconduct, includ-
ing unauthorised computer access (Article 11) 
and the unlawful acquisition of identifiers such 
as passwords (Article 12).

Antitrust Law
The Act on Prohibition of Private Monopolisa-
tion and Maintenance of Fair Trade (the “Anti-
Monopoly Act”)addresses the potential risks 
of monopolistic practices or anti-competitive 
behaviours involving AI and algorithms, as 
detailed in 16.1 Emerging Antitrust Issues in 
AI. Particular risks include inadvertent price co-
ordination when competitors use similar AI sys-
tems and potential market dominance through 
data accumulation.

Labour Law
The Employment Security Act governs collec-
tion of applicant information using AI in hiring 
processes – although current labour laws lack 
specific provisions on autonomous decision-
making systems. Key concerns include potential 
discrimination in AI-based hiring and evaluation 
systems. For more details on AI in employment 
contexts, see 13. AI in Employment.

Product Liability Law
Under Japan’s Product Liability Act, manufac-
turers are liable for damages caused by defec-
tive products that harm life, body or property, 
irrespective of the manufacturer’s negligence. 
Although standalone AI software may not qual-
ify as “product”, if integrated into a device, the 
entire assembly is considered a product. Deter-
mining what constitutes adequate safety for AI 
and proving defects remain challenging, particu-
larly for systems whose decisions may not be 
fully explainable.
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Consumer Protection Law
AI applications provided to consumers are 
subject to consumer protection laws in Japan. 
The Act Against Unjustifiable Premiums and 
Misleading Representations could apply when 
generative AI is used in advertising that creates 
misleading or deceptive impressions about the 
quality and/or terms and conditions of products 
or services. Additionally, the Consumer Contract 
Act protects consumers from unfair solicitation 
practices, which could include those conducted 
by AI-driven systems such as robo-advisers. 
These existing consumer protection frameworks 
apply to AI applications.

2. Commercial Use of AI

2.1 Industry Use
AI and machine learning are transforming vari-
ous industries in Japan, with predictive and gen-
erative AI technologies both driving innovation 
and efficiency across sectors, as follows.

• Financial services – predictive AI detects 
fraud and forecasts market trends for risk 
management and investment strategies. 
Major Japanese banks have integrated gen-
erative AI for automated reporting, personal-
ised financial advice, and enhanced customer 
support systems.

• Healthcare – AI-based diagnostic support 
systems assist medical professionals in inter-
preting imaging data and identifying potential 
health issues. Generative AI is accelerating 
drug discovery through molecular structure 
design and streamlining medical documenta-
tion through automated summarisation.

• Manufacturing – companies implement 
predictive maintenance systems that reduce 
equipment downtime and optimise produc-
tion processes. Generative AI is enhancing 

manufacturing by enabling natural language-
controlled robotics and automating complex 
design tasks, particularly in the automotive 
and electronics sectors.

• Retail – predictive analytics optimise inven-
tory management and supply chain opera-
tions. Generative AI is creating personalised 
shopping experiences, virtual shopping assis-
tants, and automatically generating product 
descriptions and marketing materials.

• Design and advertising – creative industries 
utilise generative AI for innovative package 
design and creating virtual brand personali-
ties for commercials. One beverage company 
has notably launched a campaign featur-
ing AI-generated characters and packaging 
designs.

• IT – generative AI supports software develop-
ment by automating code generation, testing, 
and system operations, thereby accelerating 
development cycles.

2.2 Involvement of Governments in AI 
Innovation
The Japanese government continues to 
strengthen its AI development strategy in 2025 
through targeted investments and strategic 
policy frameworks. For fiscal year 2025, Japan 
allocated approximately JPY196.9 billion for AI-
related activities.

In November 2024, the government announced 
the “AI and Semiconductor Industry Strengthen-
ing Framework”, which plans for JPY10 trillion 
in public support by 2030. Although a signifi-
cant portion of this framework focuses on next-
generation semiconductor development, it also 
encompasses AI technologies. The 2025 fiscal 
year marks the first year of this framework’s 
implementation, with the budget including fun-
damental research for innovative AI semicon-
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ductors (JPY40 billion) as one component of the 
broader initiative.

The government has established sector-specific 
strategies for AI implementation across priority 
industries. In healthcare, the Cabinet Office is 
leading a JPY22 billion investment in generative 
AI development for medical diagnostic support. 
In the transportation sector, the government is 
providing financial support for Level 4 autono-
mous driving initiatives in 50 regions nationwide.

3. AI-Specific Legislation and 
Directives

3.1 General Approach to AI-Specific 
Legislation
Currently, there is no comprehensive cross-
sectoral legislation regarding AI. As stated in “AI 
Governance in Japan Version 1.1”, the reason for 
this lies not only in the belief that comprehen-
sive regulations are currently unnecessary from 
the perspective of fostering innovation but also 
in the idea that it may be preferable to respect 
rule-making at the individual sector level in cer-
tain specific fields, such as the automotive and 
medical sectors.

In individual legal domains, such as the APPI 
and the Copyright Act, rules and amendments 
to existing laws are being made to promote the 
utilisation of AI. One such introduction occurred 
in 2023, with the Next-Generation Medical Infra-
structure Act, which which is a special law under 
the APPI. Specifically, to facilitate the use of AI in 
research and development in the medical field, 
the Next-Generation Medical Infrastructure Act 
introduced the concept of pseudonymised med-
ical data through an amendment in May 2023. 
This is expected to promote research and devel-

opment of AI diagnostic tools utilising big data 
in the medical field.

Furthermore, the government has provided guid-
ance on the interpretation of existing laws and 
regulations in relation to the use of AI (see 3.3 
Jurisdictional Directives). Although these are 
not binding interpretations, they serve as useful 
references for businesses.

3.2 Jurisdictional Law
In Japan, there are currently no specific laws or 
regulations that apply exclusively to AI; instead, 
there are only regulations within individual areas 
of law. For details on the proposed AI-specific 
legislation currently under consideration, please 
refer to 3.7 Proposed AI-Specific Legislation 
and Regulations.

3.3 Jurisdictional Directives
On 19 April 2024, the Ministry of Economy, Trade 
and Industry (METI) and the Ministry of Internal 
Affairs and Communications (MIC) released the 
“AI Guidelines for Businesses” (an updated Ver-
sion 1.1 was subsequently released on 28 March 
2025). These guidelines propose a framework 
aiming to balance the promotion of innovation 
and the mitigation of risks by providing unified 
guidelines for AI governance in Japan.

3.4 EU Law
3.4.1 Jurisdictional Commonalities
There is no applicable information in this juris-
diction.

3.4.2 Jurisdictional Conflicts
There is no applicable information in this juris-
diction.

3.5 US State Law
There is no applicable information in this juris-
diction.
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3.6 Data, Information or Content Laws
What follows is a discussion of how data protec-
tion laws and information and content laws in 
Japan have evolved or been introduced to foster 
AI technology, as well as the role of public body 
recommendations or directives in this context.

Data Protection Laws
In Japan, the APPI covers data protection. Its 
recently introduced rules and guidance concern-
ing AI are as follows.

AI development and use of personal 
information
According to the default rules of the APPI, when 
collecting and using personal information, such 
information can only be used for the purposes 
specified at the time of collection. Changing 
those purposes requires the consent of the indi-
vidual. However, with the introduction of “pseu-
donymised personal information” (ie, information 
processed in a way that renders it impossible 
to identify a specific individual unless collated 
with other information) in the amended APPI 
enacted in 2022, it is now permitted to change 
the purposes of the use of collected personal 
information without the consent of the individual 
– making it easier to use collected personal data 
in AI machine learning.

In March 2023, the Personal Information Protec-
tion Commission (PPC) announced “The Use of 
Camera Systems With Facial Recognition Func-
tion for Crime Prevention and Safety Assurance”. 
While not introducing new rules or interpreta-
tions under the APPI, this serves as a reference 
guide for private businesses utilising facial rec-
ognition technology for purposes such as crime 
prevention.

Handling of generative AI and personal 
information
The PPC’s “Cautionary Notes on the Use of Gen-
erative AI Services” (June 2023) outlines the fol-
lowing points of caution for businesses.

When businesses input prompts containing per-
sonal information into generative AI services, it 
is crucial to ensure that the scope of the data 
used is strictly necessary to achieve the speci-
fied purposes. If businesses input prompts con-
taining personal information into generative AI 
services without obtaining prior consent from 
the individuals, and if the personal information is 
used for purposes other than responding to the 
prompt, such businesses may violate the pro-
visions of the APPI. Therefore, when inputting 
such prompts, it is essential to confirm that the 
service provider does not use the personal infor-
mation for machine learning or similar purposes.

On 3 February 2025, the PPC issued an alert 
concerning DeepSeek. According to the alert, 
data obtained by DeepSeek, including personal 
information collected through the use of its ser-
vices, is:

• stored on servers located in China; and
• subject to Chinese legislation, including the 

Cybersecurity Law of China.

On 5 March 2025, the PPC released its views on 
future amendments to the APPI in a document 
titled “Considerations on Institutional Issues of 
the APPI”. The document proposes that, under 
certain conditions, the handling of personal data 
solely for the purpose of obtaining and utilising 
generalised and versatile analytical results – 
where relationships with identifiable individuals 
are excluded, such as in the creation of statisti-
cal data – may be conducted without obtaining 
the data subject’s consent. It is also noted that 
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such statistical data creation could encompass 
certain AI development activities. As of now, 
no specific amendments to the law have been 
enacted.

Copyright Laws
AI development and the use of existing works
Under the Copyright Act, using works without 
the consent of the copyright owner can lead to 
copyright infringement. However, Japan has a 
specific provision that does not consider it an 
infringement to use works for information analy-
sis purpose (Article 30-4 of the Copyright Act). 
This makes it relatively easy to use third-party 
works for AI machine learning in Japan. How-
ever, there are restrictions when the purpose 
of such use of works includes enjoying the 
thoughts or sentiments expressed in a work, or 
when it unfairly harms the interests of the copy-
right owner.

Generative AI and copyright infringement
On 29 February 2024, the Agency for Cultural 
Affairs released a report detailing its interpreta-
tion of copyright laws concerning AI and copy-
right. This report outlines the criteria for recog-
nising AI-generated works as copyrighted works, 
as well as the basic principles regarding copy-
right infringement when AI-generated works that 
are similar to the original works are used.

On 31 July 2024, the Agency for Cultural Affairs 
released the “Checklist and Guidance on AI and 
Copyright”, providing guidance for AI develop-
ers, providers, users and the general public on 
how to avoid copyright infringement. Although 
the guidance itself does not carry legal bind-
ing force, it serves as an explanatory resource 
supplementing documents such as “Concepts 
Regarding AI and Copyright”. The guidance 
introduces practices that are considered desir-
able both for AI developers and others seeking 

to mitigate risks arising from the intersection of 
copyright and generative AI, as well as for busi-
ness or individuals aiming to preserve and exer-
cise their rights. It is therefore expected to serve 
as a valuable reference for AI developers, users, 
and other stakeholders.

3.7 Proposed AI-Specific Legislation and 
Regulations
On 28 February 2025, the Japanese government 
approved and submitted to the National Diet the 
“Bill on the Promotion of Research, Development 
and Utilisation of Artificial Intelligence-Related 
Technologies” (the “AI Bill”). The AI Bill aims to 
promote the research, development and utilisa-
tion of AI by providing for the formulation of a 
basic government plan and the establishment of 
the Artificial Intelligence Strategy Headquarters. 
As for obligations imposed on businesses, the AI 
Bill merely stipulates a duty for AI-utilising busi-
nesses to co-operate with national policies and 
initiatives, without prescribing any penalties for 
non-compliance. Accordingly, unlike the EU’s AI 
Act (which imposes stringent regulatory obliga-
tions on businesses), the AI Bill is positioned as 
“framework law” that primarily establishes fun-
damental principles to promote the development 
and utilisation of AI, without introducing heavy 
compliance burdens.

4. Judicial Decisions

4.1 Judicial Decisions
First, in June 2022, the Tokyo District Court ruled 
that the operator of Tabelog (a well-known Jap-
anese restaurant ratings site) was found liable 
for damages under the Anti-Monopoly Act for 
“abuse of a superior bargaining position” by 
changing its algorithm to the disadvantage of 
some users and continuing to use the changed 
algorithm. Thus far, the Japan Fair Trade Com-
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mission (JFTC) has indicated that a restaurant 
ratings site may have a superior position and 
that acts such as unilaterally changing the algo-
rithm and forcing restaurants to conclude con-
tracts favourable to the site may constitute an 
abuse of a superior position.

On the other hand, in January 2024, the Tokyo 
High Court (court of appeal) ruled that the ratings 
site operators may have a superior bargaining 
position but they were not liable for “an abuse 
of a superior bargaining position” given that the 
purpose of the change and the manner in which 
the algorithm was changed in this case were rea-
sonable. The case is currently on final appeal.

The above-mentioned judgments are still consid-
ered to be highly influential decisions because:

• an abuse of a superior bargaining position 
was found based solely on the fact that the 
algorithm was changed to the disadvantage 
of the parties; and

• the reason for changing the algorithm largely 
determines whether the act was carried out 
unjustly in light of normal business practices, 
which is one of the requirements for “an 
abuse of a superior bargaining position”.

Regarding the second point, this lawsuit is nota-
ble from the perspective of information asym-
metry, which is an aspect of AI services.

In addition, the fact that the ratings site opera-
tors initially refused to disclose the algorithm 
itself – which was an issue in the process of this 
lawsuit – as highly confidential information but 
eventually agreed to disclose it became note-
worthy. In this regard, this lawsuit is also notable 
from the perspective of the principle of transpar-
ency, which is an aspect of AI governance.

Further, on 16 May 2024, the Tokyo District Court 
ruled that an “inventor” as defined in the Patent 
Act is limited to natural persons and does not 
include AI (see 15.2 Applicability of Patent and 
Copyright Law).

5. AI Regulatory Oversight

5.1 Regulatory Agencies
Although the Cabinet Office has formulated a 
national strategy for AI and the pending AI Bill 
(see 5.2 Regulatory Directives) would establish 
an Artificial Intelligence Strategy Headquar-
ters within the Cabinet to lead and co-ordinate 
national AI policy, there are currently no cross-
sectional and binding laws and regulations for AI 
in Japan (see 1.1 General Legal Background). 
Therefore, there is no regulatory authority that 
plays a leading role in regulating AI. Instead, the 
following ministries and agencies are primarily 
responsible for the enforcement of AI-related 
laws by sector and application within the scope 
of the laws and regulations under their jurisdic-
tion.

In relation to AI, the Ministry of Health, Labour 
and Welfare (MHLW) has jurisdiction over labour 
laws (ie, the Labour Standards Act, the Labour 
Contract Act, and Employment Security Act, 
among others) and the Pharmaceutical and 
Medical Devices Act (PMDA). In connection 
with labour laws, the MHLW addresses AI-
related employment issues, such as the use of 
AI in recruitment, personnel evaluation and the 
monitoring of employee (see 13. AI in Employ-
ment). In connection with the medical devices 
field, there is a move to accommodate AI-ena-
bled medical devices under the PMDA (see 14.3 
Healthcare).
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The Ministry of Land, Infrastructure, Transport 
and Tourism (MLIT) has jurisdiction over the 
Road Traffic Act, which establishes rules for 
automated driving.

The METI has jurisdiction over various AI-related 
laws and regulations (such as the Unfair Com-
petition Prevention Act, which protects big data 
as “limited provision data”) and is actively for-
mulating guidelines and other relevant materials 
for businesses involved in the development and 
utilisation of AI, such as the “Contract Guidelines 
on Utilisation of AI and Data Version 1.1” and the 
“AI Guidelines for Businesses” (see 3.3 Jurisdic-
tional Directives). In addition, the Japan Patent 
Office (JPO) (an external bureau of METI) has 
jurisdiction over the Patent Act (see 15.2 Appli-
cability of Patent and Copyright Law regarding 
the protection of AI-enabled technologies and 
datasets under the Patent Act).

The PPC has jurisdiction over the APPI. The PPC 
addresses APPI-related issues where personal 
data is involved in the development and use of 
AI.

The JFTC has jurisdiction over the Anti-Monop-
oly Act and the Subcontract Act. The JFTC 
addresses issues that the use of AI, including AI 
and algorithmic price adjustment behaviour and 
dynamic pricing, may have on a fair competitive 
environment.

The Financial Services Agency (FSA) has juris-
diction over the Banking Act and the Financial 
Instruments and Exchange Act, among others. 
The FSA addresses risks and other issues relat-
ed to investment decisions by AI for financial 
instrument business operators (see 14.2 Finan-
cial Services).

The Agency for Cultural Affairs has jurisdic-
tion over the Copyright Act. For further details 
regarding the protection of AI-enabled tech-
nologies and datasets under the Copyright Act, 
please refer to 15.2 Applicability of Patent and 
Copyright Law.

The MIC addresses the policy related to informa-
tion and communication technologies (including 
the policy related to advancement of network 
systems with AI as a component). As noted ear-
lier in this section, the MIC jointly issued the “AI 
Guidelines for Businesses” with the METI.

5.2 Regulatory Directives
Japan’s AI-governance regulatory framework 
is primarily anchored by Version 1.1 of the “AI 
Guidelines for Businesses” issued jointly by the 
METI and the MIC on 28 March 2025. In addition, 
the Cabinet-approved AI Bill – once enacted – 
will become the other main pillar of the regime.

The “AI Guidelines for Businesses” create a non-
binding “soft law” framework that helps organi-
sations develop, provide and use AI safely and 
responsibly across the entire life cycle. Ground-
ed in the human-centric principles of dignity, 
diversity, inclusion and sustainability first articu-
lated in “Social Principles of Human-Centric AI” 
(2019), the document adopts a risk-based, goal-
oriented, agile-governance approach. It sets out:

• overarching ideals and ten core cross-cutting 
guidelines – human-centricity, safety, fairness, 
privacy, security, transparency, accountability, 
literacy, fair competition and innovation – plus 
additional duties for advanced AI systems 
aligned with the G7 Hiroshima AI Process;

• detailed, role-specific expectations for AI 
developers, providers and business users 
covering data governance, bias mitigation, 
safety testing, red-teaming, documentation, 
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stakeholder disclosure and incident response; 
and

• a living-document mechanism so that multi-
stakeholder dialogue, international stand-
ards work, and emerging regulation can be 
reflected in the “AI Guidelines for Businesses” 
promptly.

The “AI Guidelines for Businesses” therefore 
aims to balance promotion of innovation with 
mitigation of evolving social, legal and technical 
risks, enabling trustworthy AI deployment that 
supports Japan’s broader Society 5.0 vision 
while remaining interoperable with OECD, EU 
and other global frameworks.

The AI Bill, approved by the Cabinet on 28 
February 2025 and now before the Diet, would 
become the country’s first AI-specific stat-
ute, setting out a soft-law, innovation-oriented 
framework rather than imposing EU-style hard 
obligations on private actors. The 28-article bill 
is largely a basic law, as it:

• enshrines broad principles;
• instructs the government to draw up a com-

prehensive AI Basic Plan;
• creates a Cabinet-level AI Strategy Headquar-

ters that will collect data on AI R&D and use, 
analyse risk incidents and issue guidance and 
other measures; and

• promotes shared infrastructure, HR develop-
ment, and international co-operation.

Only one provision addresses private business 
entities (ie, developers, providers and business 
users of AI systems), requiring them to strive 
for active AI adoption and to co-operate with 
national or local government’s measures. There 
are no penalties for non-compliance except that 
failure to co-operate with the government would 
be subject to government guidance or advice.

5.3 Enforcement Actions
Although the development and use of AI itself 
was not a target of enforcement, there was a 
case where the handling of personal data in a 
service using AI became an issue. In this case, 
back in 2019, a service provider used AI tech-
nology to calculate the expected job offer rejec-
tion rate for individuals during job hunting and 
provided it to client companies without the con-
sent of the subject individuals. The PPC issued 
a warning and guidance to the service provider, 
whereas the MHLW issued administrative guid-
ance.

6. Standard-Setting Bodies

6.1 National Standard-Setting Bodies
Government agencies, national research insti-
tutions, and industry groups each contribute 
significantly to developing and establishing AI-
related standards and guidelines.

Japanese Industrial Standards
Established by the METI on 21 August 2023, the 
Japanese Industrial Standards (JIS) introduced 
JIS X 22989, “Information technology – Artifi-
cial intelligence – Artificial intelligence concepts 
and terminology”. This standard, identical to 
the International Organization for Standardiza-
tion (ISO)’s ISO/IEC 22989, defines the concepts 
and terminology related to AI. Additionally, JIS 
Q 3850 “Information technology – Governance 
of IT – Governance implications of the use of 
artificial intelligence by organisations” is being 
developed to align with the ISO/International 
Electrotechnical Commission (IEC)’s ISO/IEC 
38507:2022 and is intended to provide practical 
governance guidelines for AI use in organisa-
tions.
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AI Safety Institute
The AI Safety Institute, established on 14 Feb-
ruary 2024 by the Cabinet Office and the Infor-
mation-technology Promotion Agency (IPA), 
focuses on enhancing AI safety standards 
domestically and internationally. The AI Safety 
Institute collaborates with international stand-
ardisation bodies such as ISO/IEC SC42 to 
standardise safety measures and partners with 
similar organisations in other countries, includ-
ing the US AI Safety Institute, to develop frame-
works for reliable safety evaluation methods and 
testing procedures for AI systems. The institute 
has published several key documents, including 
the “Guide to Red-Teaming Methodology on AI 
Safety” (Version 1.10, updated from September 
2024), the “Guide to Evaluation Perspectives on 
AI Safety” (Version 1.10, updated from Septem-
ber 2024), and the “Data Quality Management 
Guidebook” (Version 1.0, March 2025).

The Consortium of Quality Assurance for 
Artificial-Intelligence-Based Products and 
Services
The Consortium of Quality Assurance for Arti-
ficial-Intelligence-Based Products and Services 
(the “QA4AI Consortium”)‒ a collaborative effort 
of leading IT companies, academic institutions, 
and the National Research and Development 
Agency – has published the “Guidelines for 
Quality Assurance of AI-Based Products and 
Services”. These guidelines address key areas 
such as data integrity, model robustness, system 
quality, process agility, and customer expecta-
tions, providing detailed checklists that aid in 
developing reliable AI products.

Research and Guidance by AIST
The National Institute of Advanced Industrial 
Science and Technology (AIST) continues to lead 
in AI research and standards development. The 
“Machine Learning Quality Management Guide-

line (Revision 3.2.1)” published by AIST classi-
fies the quality of machine learning systems into 
three categories: quality at the time of use, exter-
nal quality, and internal quality. It further details 
methods for applying quality control tailored to 
these quality categories, which are essential for 
ensuring the effectiveness and reliability of AI 
systems in various applications.

6.2 International Standard-Setting 
Bodies
In Japan, aligning business practices with inter-
national AI standards is becoming increasingly 
important for companies involved in AI develop-
ment and deployment.

The “AI Guidelines for Businesses” emphasis-
es the importance of adhering to international 
standards that ensure responsible development, 
deployment and management of AI systems. 
The guidelines advocate a proactive approach 
to integrating international standards into Jap-
anese business practices. They include direct 
references to comprehensive standards such as 
ISO/IEC 23894:2023, which addresses various 
environmental considerations for AI systems. 
Moreover, the guidelines cover standards rel-
evant to various aspects of AI implementation, 
from information security (ISO/IEC 27001) and 
data quality (ISO/IEC 25012) to privacy protec-
tion (ISO/IEC 27701, ISO/IEC 29100, and ISO/
IEC 27018).

Although current Japanese regulations do not 
mandate compliance with these international 
standards, the proactive involvement of Japa-
nese experts in their development illustrates 
Japan’s commitment to aligning domestic prac-
tices with global benchmarks. This participation 
bolsters Japan’s position on the international 
stage and helps ensure that local practices are 
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in sync with international standards, reducing 
potential discrepancies and conflicts.

7. Government Use of AI

7.1 Government Use of AI
Regarding the introduction of AI technology 
in government, the “Agreement on the Use of 
Generative AI such as ChatGPT in Government 
Operations (Second Edition)”, adopted by the 
Japanese government on 15 September 2023, 
provides that ministries and agencies must not 
handle sensitive information through so-called 
“terms-of-service-based cloud services” ie, ser-
vices that become available merely by agreeing 
to standard terms and conditions – when using 
generative AI tools in government operations. It 
also sets forth various operational precautions 
for the use of generative AI.

Separately, on 6 February 2025, the Japanese 
government issued its “Cautionary notice to all 
ministries and agencies regarding the use of the 
DeepSeek”. The notice referred to information 
previously provided by the PPC to private busi-
nesses, indicating that data entered into Deep-
Seek is stored on servers located in China and 
is subject to Chinese laws. Ministries and agen-
cies were urged to fully recognise these risks 
and exercise careful judgment before utilising 
such services.

On 28 March 2025, the Digital Agency published 
a draft titled “Guidelines on the Procurement 
and Utilisation of Generative AI for the Evolution 
and Innovation of Government Administration” 
and submitted it for public consultation. These 
guidelines aim to promote the use of generative 
AI while simultaneously managing associated 
risks, and set forth the framework for the govern-
ment’s approach to AI promotion, governance, 

procurement and utilisation. The guidelines tar-
get systems that incorporate text-generating AI 
components (excluding systems handling sen-
sitive information such as specially designated 
secrets and matters related to national security). 
They also stipulate the establishment of a chief 
AI officer (CAIO) within each ministry and agen-
cy, and require that any occurrence of a risk case 
be reported to the respective CAIO.

7.2 Judicial Decisions
There are no particular judicial decisions regard-
ing issues related to the use of AI technologies 
by government agencies in Japan.

7.3 National Security
In the AI Strategy 2022 formulated by the Cabi-
net Office in April 2022, it is stated that “[i]n light 
of the increasing complexity of the international 
geopolitical situation and changes in the socio-
economic structure, various initiatives are being 
considered for key technologies, including AI 
from the perspective of economic security, and 
it is necessary to co-ordinate related measures 
so that the government as a whole can effectively 
focus on these issues”. This was the first time 
AI-related announcements referred to economic 
security.

In May 2022, the Economic Security Act was 
enacted, which also stipulates the provision of 
information and financial support for the speci-
fied critical technologies (including AI-related 
technologies). In addition, following the enact-
ment of the Economic Security Act, in April 
2024, the METI designated the “Cloud Program” 
(including generative AI) as critical material under 
the Economic Security Act and announced its 
plan to establish relevant computing resources 
domestically. This plan aims to make resources 
for the Cloud Program – with a particular focus 
on generative AI – accessible to a broad range 
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of developers, in order to secure a stable supply 
of such services.

In the “Interim Report” published by the AI Strat-
egy Council and the AI Systems Study Group in 
February 2025, it is stated in the section regard-
ing government utilisation and related matters 
that – for areas such as medical devices, auton-
omous vehicles, and foundational services (par-
ticularly those involving significant impacts on 
public life, social activities, and issues related to 
the safety of life and health or systemic risks) “it 
remains appropriate for the competent agencies 
to continue addressing these areas under exist-
ing laws, regulations, and guidelines; however, 
if new risks emerge in the future that cannot be 
addressed within the existing frameworks, the 
government should clarify the interpretation of 
the relevant frameworks and consider revising 
existing systems or establishing new systems as 
necessary.”

8. Generative AI

8.1 Specific Issues in Generative AI
Discussions around generative AI technologies 
(such as GPT) and their ethical, legal and social 
implications in Japan continue to grow more 
prevalent and increase in intensity. These issues 
can be categorised into several critical areas, as 
follows.

IP Violations
Generative AI creates copyright challenges in 
Japan both at the development phases and 
the usage phase. While Japan’s Copyright Act 
permits using copyrighted works for AI training 
under the “non-enjoyment purpose” exception, 
this does not apply when training specifically tar-
gets reproducing creative expressions. Infringe-
ment occurs when AI-generated materials show 

both similarity and dependency to existing 
works, with copyright holders able to establish 
dependency through evidence of access or high 
similarity. AI users and developers both bear 
liability risks – ie, users when creating infring-
ing content, and businesses when their systems 
frequently produce infringing materials without 
implementing proper safeguards.

Invasion of Publicity Rights
The unauthorised use of celebrity images in AI-
generated content raises concerns about pub-
licity rights violations. These concerns include 
the creation of accurate deepfakes and blending 
features from multiple celebrities to form new 
virtual characters for both commercial and non-
commercial uses, leading to new legal and ethi-
cal challenges. In 2024, there has been a surge in 
AI-generated investment advertisements imper-
sonating corporate executives, with numerous 
cases of unauthorised use of real individuals’ 
likenesses – demonstrating how generative AI 
amplifies publicity rights violation risks.

Misuse of Personal Data and Invasion of 
Privacy
The use of personal data by generative AI with-
out prior consent can lead to inappropriate 
handling or use for unintended purposes. This 
includes the risk of AI learning from this data and 
incorporating it into its output, sometimes inac-
curately, which can lead to privacy violations. 
Advanced generative AI models in 2025 have 
demonstrated concerning abilities to identify 
specific locations from photographs using only 
visual cues, creating privacy risks when individu-
als share images that could inadvertently reveal 
personal locations.

Leakage of Confidential Information
Generative AI may inadvertently disclose sensi-
tive or proprietary information. If AI systems are 
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trained on confidential data, there is a risk that 
this information could be exposed to other users 
or misused by entities for competitive advan-
tages, breaching confidentiality obligations.

Misinformation
Generative AI can produce inaccurate or entirely 
fabricated information, spreading misinforma-
tion and impacting decision-making processes.

Bias and Discrimination
Improperly designed and monitored AI systems 
can perpetuate or amplify existing biases, result-
ing in unfair or discriminatory treatment.

Illegal and Unethical Use
Generative AI has been implicated in various 
illegal and unethical activities across three main 
areas: deepfakes and impersonation, obscene 
or illegal content generation, and cybercrime 
facilitation. In April 2024, individuals were arrest-
ed on suspicion of distributing obscene materi-
als after selling posters featuring AI-generated 
sexual imagery. In February 2025, three teen-
agers were arrested for using generative AI to 
create automated programs that fraudulently 
contracted more than 1,000 mobile lines through 
unauthorised access. Additionally, in April 2025, 
the Tokyo District Court delivered a guilty verdict 
with a three-year prison sentence (suspended 
for four years) to a 25-year-old unemployed 
man who created ransomware using generative 
AI despite having no specialised IT knowledge. 
This marked the first conviction in a criminal 
case involving the misuse of generative AI.

8.2 Data Protection and Generative AI
Under Articles 17 and 18 of the APPI, which 
advocate for purpose limitation and data mini-
misation, personal information handling opera-
tors – acting as controllers – must ensure that 
the usage of personal information in generative 

AI services aligns with the purposes for which 
the data was collected. As mentioned in 3.6 
Data, Information or Content Laws, the advi-
sory issued by the PPC emphasises the criti-
cal importance of the appropriate handling of 
personal data within AI applications. The PPC 
cautions that using personal data in generative 
AI without prior consent and for purposes other 
than those disclosed could violate the APPI. The 
PPC has highlighted the need for data subjects’ 
explicit consent before using their sensitive per-
sonal information in AI models, aligning with the 
APPI’s consent requirements under Article 20.

Additionally, individuals have specific rights 
under the APPI, such as the right to rectify or 
delete incorrect personal data under Article 34 
and the right to request suspension or deletion 
of unlawfully processed data under Article 35. 
However, it is important to note that personal 
information used in generative AI may not 
always fall under the definition of “retained per-
sonal data”, which refers to data systematically 
organised for retrieval. Consequently, the rights 
to request disclosure, correction, or cessation of 
use may not be applicable in all scenarios where 
AI generates output.

9. Legal Tech

9.1 AI in the Legal Profession and Ethical 
Considerations
Whether AI chatbot legal advice and AI auto-
mated drafting services violate the Attorneys Act 
that prohibits non-lawyers from providing legal 
services is a major issue. This was highlight-
ed when the Ministry of Justice responded to 
enquiries from legal tech service providers about 
the legality of such services in 2022, suggesting 
that their contemplated services may consti-
tute the unauthorised practice of law. However, 
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in August 2023, the Ministry of Justice issued 
guidelines clarifying that the following types of 
contract drafting, review and management ser-
vices do not constitute the unauthorised prac-
tice of law:

• services that assist in the drafting of con-
tracts and review of legal issues in the ordi-
nary course of business regarding corporate 
legal matters that do not involve litigation or 
disputes;

• services where the language or clauses of the 
contracts being reviewed are the same as or 
similar to those pre-registered in the system, 
such as contract templates or checklists, and 
are presented without individual modification 
(as opposed to services that involve the legal 
analysis of the content of the contract based 
on specific factual background or instructions 
regarding the content and the preparation of 
detailed, case-specific drafting or modifica-
tion of the contract); and

• services used by lawyers who individually 
review the AI-generated material and make 
necessary changes themselves.

The guidelines have made it clear that the scope 
of legality for AI contract review services is quite 
broad.

The Japan Federation of Bar Associations (JFBA) 
has also been active in this space. In June 2023 
it established an AI Strategy Working Group that 
is gathering information and analysing a wide 
spectrum of issues, including the impact of AI 
tools on legal practice, their compatibility with 
the Attorneys Act, potential effects on the judi-
ciary, and possible implications for fundamental 
human rights and other legal interests. The AI 
Strategy Working Group is further considering 
the development of practical guidelines for law-
yers on the responsible use of generative AI.

10. Liability for AI

10.1 Theories of Liability
In Japan, AI is not recognised as a legal entity, 
and there is no specific legislation regarding 
liability arising from the acts or use of AI. There-
fore, general civil and criminal liability will apply 
to them.

Civil liability is as described in 1.1 General Legal 
Background but, in some cases, depending on 
the relationship between the injured party and 
the manufacturer, manufacturer’s liability may be 
based on a contract. In addition, regarding auto-
mated driving, the “operator” (the owner of the 
vehicle) may be liable for damages; specifically, 
the operator is liable unless it can be proven that 
it was not negligent.

In terms of criminal liability, professional or 
ordinary negligence resulting in injury or death 
(Article 211 of the Criminal Code or Article 210 
of the Criminal Code) are typically considered 
to be applicable to the developers and users 
of AI, but other crimes may also be applicable 
depending on the circumstances. In addition, in 
cases where the actions of a third party inter-
vene and the use of AI causes damage to others, 
the issues of joint tort liability with regard to civil 
liability and conspiracy with regard to criminal 
liability may arise.

In relation to the above-mentioned civil liability, 
if a product has a defect, product liability will be 
imposed regardless of whether the manufactur-
er was negligent; this may have a chilling effect 
on AI developers. In this regard, this risk can 
be hedged by insurance, which can encourage 
development.

Regarding the sharing of responsibility in the 
supply chain, the “Contract Guidelines on Utili-
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sation of AI and Data Version 1.1” (see 5.1 Regu-
latory Agencies) note that there are difficulties in 
determining the attribution of liability (percentage 
of negligence) based on tortious acts because 
of the difficulty of verifying causal relationships 
after an accident and the fact that the results of 
AI use depend on learning datasets – the content 
of which is difficult to identify – and the input 
data at the time of use, which is unspecified. 
In addition, claims for damages may be made 
based on contractual liability between the user 
and the AI developer, and between the AI devel-
oper and the data provider for the generation of 
trained models. It is desirable to clearly spec-
ify the division of responsibility in the contract 
according to the circumstances.

In addition, the model version described in 
“Contract Guidelines on Utilisation of AI and 
Data Version 1.1” is a good reference for com-
mon industry practice.

10.2 Regulatory
In Japan, there is no cross-sectional legislation 
or guidelines regarding criminal and civil legal 
liability with regard to AI.

11. Specific Legal Issues With 
Predictive and Generative AI

11.1 Algorithmic Bias
Algorithmic bias refers to situations in which 
a bias occurs in the output of an algorithm, 
resulting in unfair or discriminatory decisions. 
In Japan, there has not been a case in which a 
company has been found legally liable for illegal-
ity arising from algorithmic bias. However, if a 
company were to make a biased decision based 
on the use of AI, it could be found liable for dam-
ages based on tort or other grounds. In addition, 
companies may face reputational risk if unfair or 

discriminatory decisions are made in relation to 
gender or other matters that significantly affect 
a person’s life, such as the hiring process.

There are no laws or regulations that direct-
ly address algorithmic bias. Companies are 
expected to take initiatives themselves to pre-
vent the occurrence of algorithmic bias. By 
way of example, the “AI Guidelines for Busi-
nesses” recommend the following: “AI develop-
ers must ensure that AI models are trained on 
representative datasets and are inspected for 
any unfair biases in the AI system. AI providers 
are to regularly assess the inputs and outputs of 
the AI models and their decision-making bases, 
and monitor for the occurrence of any bias. AI 
business users must ensure fairness in the data 
inputs and responsibly make business decisions 
based on the AI’s outputs, being mindful of any 
bias included in the prompts.”

Given that all processes involved in data genera-
tion and selection, annotation, pre-processing, 
and model/algorithm generation are subject to 
potential bias, documentation regarding the 
specifics of these processes should be obtained 
and maintained. However, when using complex 
algorithms such as deep learning, it may not be 
possible for humans to understand the above-
mentioned process – even if collecting the mate-
rial in relation to such process – in the first place. 
Therefore, it is advisable to select algorithms that 
can be used by taking into account aspects of 
“explainable AI” (“XAI”).

11.2 Facial Recognition and Biometrics
Personal Data
Facial or biometric authentication requires the 
capture of biometric data such as facial images 
and fingerprint data. Such data is considered 
personal information under the APPI, but is not 
regarded as personal information requiring spe-
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cial care (Article 2, paragraph 3 of the APPI). 
Therefore, when acquiring such information, 
as long as its purpose of use is notified or dis-
closed, the individual’s consent is not required. 
However, depending on how the data is acquired 
and used, it may constitute an improper acqui-
sition (Article 20, paragraph 1 of the APPI) or 
improper use (Article 19 of the APPI). It is there-
fore advisable to consider this issue carefully.

Privacy and Portrait Rights
In addition, depending on how facial images and 
biometric information are obtained and used, 
there may also be infringement of privacy rights 
and portrait rights (ie, infringement of person-
ality rights). Although the debate over the cir-
cumstances in which an infringement of privacy 
and portrait rights occurs has intensified with a 
growing number of court precedents, it is diffi-
cult to definitively specify what type of acquisi-
tion and use would be permissible, as the debate 
surrounding facial and biometric authentication 
has not yet crystallised. With regard to the use 
of video images, in practice, it is advisable to 
refer to the “Guidebook for Utilisation of Camera 
Images Version 3.0” (March 2022).

11.3 Automated Decision-Making
Profiling will be used as an example of automat-
ed decision-making. While some foreign coun-
tries have introduced regulations on the use of AI 
in profiling, such as Article 22 of the EU’s Gen-
eral Data Protection Regulation (GDPR), there 
are no laws or regulations that directly regulate 
profiling in Japan. Notwithstanding this, how-
ever, the provisions of the APPI must be com-
plied with. By way of example, when personal 
data is acquired for profiling purposes to analyse 
behaviour, interests and other information from 
data obtained from individuals, the purpose of 
the use of such data must be explicitly notified 
or disclosed to the public in accordance with 

the APPI. However, it should be noted that indi-
viduals’ consent is not required under the APPI, 
unless acquiring personal information requiring 
special care. In addition, precautions should be 
taken to avoid inappropriate use (Article 19 of 
the APPI).

Further, if automated decision-making leads 
to unfair or discriminatory decisions, liability 
for damages and reputational risk could be an 
issue, similar to those issues discussed in 11.1 
Algorithmic Bias.

11.4 Transparency
In Japan, there are no laws or regulations that 
provide specific rules for AI transparency and 
accountability. However, in the Version 1.0 of 
the “AI Guidelines for Businesses” published by 
the METI and the MIC on 19 April 2024, trans-
parency and accountability are established as 
common principles for businesses involved in 
the AI field. This means that, when utilising AI, it 
is necessary to ensure that AI systems and ser-
vices can be verified and are within technically 
feasible limits – with appropriate information on 
the AI systems being provided to stakeholders. 
This includes information about the use of AI, its 
application scope, methods of data collection, 
the capabilities and limitations of the system, 
and the methods of the AI system’s use.

However, there is no clear guidance on when 
and what information should be disclosed when 
AI such as chatbots replaces services typically 
provided by people. The foregoing can also be 
problematic from the standpoint of the APPI. By 
way of example, if AI is actually being used but 
the company does not disclose this – leading 
the user to mistakenly believe that a human is 
making decisions and providing personal data 
– there may be a breach of the duty to properly 
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acquire the data or the duty to notify the purpose 
of its utilisation.

12. AI Procurement

12.1 Procurement of AI Technology
Procurement of AI technology involves unique 
risks and contractual considerations that differ 
from traditional software procurement. Accord-
ing to the “Checklist for AI Use and Development 
Contracts” (the “AI Contract Checklist”) pub-
lished by the METI in February 2025, AI service 
procurement typically falls into three categories: 
“General-Purpose AI Service Utilisation”, “Cus-
tomised AI”, and “New Development”. The AI 
Contract Checklist primarily addresses the fol-
lowing key areas:

• Input data processing – when input data 
is used for general AI learning purposes, 
organisations face potential risks including 
violations of data protection laws, confidential 
information leakage, breaches of confidential-
ity agreements with third parties, and IP rights 
infringement. Contracts should clearly specify 
data identification and definition, conditions 
for providing data to vendors, clarification of 
usage purposes and conditions, management 
and security protocols, retention periods, 
deletion requirements, and rights ownership.

• Output handling – for AI-generated outputs, 
contracts should clearly define the output 
specifications, vendor delivery obligations 
and conditions, warranty and information 
disclosure requirements, usage terms and 
conditions, third-party distribution permis-
sions, and IP rights ownership.

• Data security – contracts should address AI 
system security standards, audit and informa-
tion disclosure frameworks, and log reten-
tion protocols. Organisations are advised to 

verify that AI services meet required security 
standards by reviewing architecture design 
documentation, Software Bills of Materials 
(SBOM), and vulnerability information.

• Personal information protection – when user 
inputs to AI services contain personal data, 
organisations must determine whether the 
APPI regulations on third-party transfers 
(Article 27) and cross-border transfers (Article 
28) apply. Additionally, organisations must 
assess whether the data handling quali-
fies as “outsourced processing” (Article 27, 
paragraph 5, item 1), as this classification 
significantly affects compliance requirements. 
When applicable, organisations must obtain 
appropriate consent and implement required 
security measures.

Beyond the AI Contract Checklist, procurement 
contracts should address explainability and ethi-
cal governance based on risk levels and intend-
ed use.

13. AI in Employment

13.1 Hiring and Termination Practices
Advantages for employers using AI in hiring 
and termination include the fact that, unlike the 
subjective evaluations conducted by recruiters 
in the past, AI-based evaluations can be con-
ducted fairly and objectively by setting certain 
standards, and the fact that the use of AI can 
make the recruitment process more efficient. On 
the other hand, the following points are relevant 
with regard to information that may be obtained 
through the hiring process and with regard to the 
exercise of the right to termination.

Hiring
In Japan, there are no laws that specifically 
restrict the use of AI in hiring or recruitment 
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activities. Additionally, even if an AI analysis is 
incorrect and the employer does not fully verify 
this analysis, this would not necessarily consti-
tute a violation of applicable laws– given that 
companies have the freedom to hire under Jap-
anese law and judicial precedent. However, it 
can be said that AI-based recruitment limits a 
company’s freedom to hire to a certain extent.

Specifically, even in cases where AI is utilised 
in recruitment activities and information on job-
seekers is automatically obtained, the informa-
tion must be collected in a lawful and fair man-
ner – for example, directly from the jobseeker, or 
from a person other than the jobseeker with the 
consent of the jobseeker – in accordance with 
Article 5-4 of the Employment Security Act and 
Article 4-1 (2) of the Employment Security Act 
Guidelines.

In addition, when using AI to obtain information 
on jobseekers, companies must be careful not 
to obtain certain prohibited information. Specifi-
cally, under Article 20 of the APPI, the company 
is typically prohibited from obtaining information 
requiring special care (eg, race, creed, social 
status, medical history, criminal record, and any 
facts related to the jobseeker being a victim of 
a crime) without the consent of the jobseeker. 
Also, under Article 5-4 of the Employment Secu-
rity Act and Article 5-1 (2) of the Employment 
Security Act Guidelines, the company may not 
obtain certain information (eg, membership in 
labour union, or place of birth) even with the 
consent of the jobseeker.

In addition, there is a risk that – as a result of an 
erroneously high AI evaluation of a jobseeker – 
an offer may be made to a jobseeker or the job-
seeker may be hired even though the jobseeker 
would not have been given an offer or hired if 
the company’s original criteria were followed. 

In such case, under Japanese law, the legality 
and validity of a decision to reject or dismiss the 
jobseeker will be determined based on how the 
recruitment process was conducted.

Termination
Situations in which the selection of the persons 
to be terminated may be problematic include ter-
mination as part of employment redundancy or 
voluntary resignations.

Under Japanese law, unilateral termination of 
employees by employers is restricted, and ter-
mination that constitutes an abuse of the right 
to terminate is considered invalid. Notably, in 
the case of termination as part of employment 
redundancy, the validity of termination is exam-
ined from the viewpoints of:

• the necessity of reducing the workforce;
• the necessity of terminating employees 

through employment redundancy;
• the validity of the selection of employees to 

be terminated; and
• the validity of the procedures for termination.

AI’s use is mainly anticipated in the selection of 
employees to be terminated. It should be noted 
that these four perspectives are considered as 
factors rather than requirements and, even if AI 
is utilised to select an employee for termination 
in a reasonable and fair manner that eliminates 
subjectivity in the selection of the employee to 
be terminated, this does not necessarily mean 
that the termination is valid. Naturally, if the data 
on which the AI bases its judgement is erroneous 
or if the AI is unreasonably biased, there is a high 
possibility that the selection of the terminated 
employee will not be recognised as valid.

On the other hand, there is no law that specifical-
ly regulates voluntary resignations, given that the 
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resignation is made voluntarily by the employee. 
However, it is necessary for the voluntary resig-
nations to take place in a manner that respects 
the voluntary decision of the employee; there are 
court cases that have held that a voluntary res-
ignation resulting from an unreasonable act or 
conduct that may have impeded the employee’s 
voluntary decision to resign constitutes a tort 
under Article 709 of the Civil Code. Therefore, 
even if the selection of employees subject to vol-
untary resignation is based on an objective and 
impartial evaluation by AI, the company should 
not approach the voluntary resignation with the 
attitude that the decision is based on the AI’s 
judgment and that there is no room for nego-
tiation. Instead, the company should provide a 
thorough explanation to the employee so that 
the employee understands the pros and cons of 
resigning and is able to make a voluntary deci-
sion. This recommendation to companies pre-
cedes the introduction of AI in the termination 
process.

13.2 Employee Evaluation and 
Monitoring
Personnel Evaluation
Generally, the items and standards of assess-
ment in Japanese personnel evaluations are 
abstract, and supervisors have broad discretion 
in the assessments. AI-based personnel evalua-
tions are expected to reduce the unfairness and 
uncertainty stemming from the discretion given 
to supervisors.

Legally, the following provisions regulate person-
nel evaluations:

• equal treatment (Article 3 of the Labour 
Standards Act);

• equal pay for men and women (Article 4 of 
the Labour Standards Act);

• equal treatment of men and women in promo-
tions, etc (Article 6, paragraph 1 of the Equal 
Employment Opportunity Act); and

• unfair labour practices (Article 7 of the Labour 
Union Act).

In the case of a company that has the authority 
to evaluate an employee, courts have held that 
a tort is not established unless the employer vio-
lated the above-mentioned provisions or abused 
its discretionary power in violation of the pur-
pose of the personnel evaluation system. Cases 
that would fall under abuse of discretion include 
factual errors, misapplication of evaluation crite-
ria, arbitrary evaluation and discriminatory evalu-
ation.

Therefore, even in the case of personnel evalu-
ation using AI, if there is an error in the data on 
which the AI bases its judgement or if there is 
an error in the algorithm or learning method by 
which the AI evaluates such data, personnel 
evaluation based on such AI’s judgement may 
constitute a tort.

Monitoring
One possible method of monitoring workers 
using AI would be for AI to check emails and 
automatically notify managers if there are suspi-
cious emails. The question is whether this would 
infringe on the privacy rights of the workers with 
regard to being monitored – although monitoring 
is considered permissible as long as the compa-
ny’s authority to monitor is clearly defined in the 
internal rules. Courts have also held that, even 
if the authority is not clearly stated, monitoring 
is permissible as long as there is a reasonable 
business management need (such as when it is 
necessary to investigate whether or not there 
has been a violation of corporate order) and the 
means and methods used are reasonable.
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Therefore, when conducting monitoring using AI, 
it would be advisable to:

• specify in the internal rules that managers 
ultimately have the authority to check the 
contents of employees’ email exchanges; and

• communicate such rules to the employees.

14. AI in Industry Sectors

14.1 Digital Platform Companies
Ridesharing services were partially liberalised in 
Japan in 2024, but strict legal regulations still 
apply and ridesharing services such as Uber 
are not yet widespread in Japan. However, food 
delivery platforms – for example, Uber Eats, 
which uses an algorithm to guide delivery staff to 
deliver orders quickly and efficiently – are widely 
used. Many food delivery platforms do not have 
an employment relationship with the delivery 
staff, who work on a freelance basis. For the pro-
tection of freelancers, the Freelance Transaction 
Fairness Act entered into force on 1 November 
2024. The Freelance Transaction Fairness Act 
obliges ordering businesses to clearly state con-
tract terms, observe payment deadlines, refrain 
from abusing a superior bargaining position, and 
implement anti-harassment measures, thereby 
promoting fair transactions between companies 
and freelancers.

14.2 Financial Services
In the financial sector, AI is used by banks and 
lenders for credit decisions and by investment 
firms for investment decisions. In addition, the 
amended Instalment Sales Act (which came into 
effect in April 2021) enables credit card com-
panies to determine credit limits through credit 
screening using AI and big data analysis.

The FSA’s supervisory guidelines require banks, 
etc, when concluding a loan contract, to be pre-
pared to explain the objective rationale for con-
cluding a loan contract based on the customer’s 
financial situation in relation to the provisions of 
the loan contract. This is true even if AI is used 
for credit operations. Therefore, it is necessary 
to be able to explain the rationale of credit deci-
sions made by AI.

In addition, when credit scoring is used by AI to 
determine the loan amount available for personal 
loans, care should be taken to avoid discrimi-
natory judgements (eg, different judgements of 
loan amounts available based on gender or other 
factors). “Social Principles of Human-Centric 
AI” (2019) also states: “Under the AI design phi-
losophy, all people must be treated fairly, with-
out undue discrimination on the basis of their 
race, gender, nationality, age, political beliefs, 
religion, or other factors related to diversity of 
backgrounds.”

Financial instrument firms must not fail to protect 
investors by conducting inappropriate solicita-
tion in light of the knowledge, experience and 
financial situation of the customer as well as the 
purpose of concluding the contract (the compli-
ance principle). In addition, these firms are obli-
gated to explain to customers the outline of the 
contract and the risks of investment in accord-
ance with the compliance principle. Therefore, if 
the criteria for investment decisions by AI cannot 
be reasonably explained, problems may arise in 
relation to the compliance principle and the duty 
to explain.

14.3 Healthcare
If AI-based programs (such as diagnostic imag-
ing software or health management wearable 
terminals) or devices equipped with such pro-
grams fall under the category of “medical devic-



JAPAN  Law aNd PraCTiCE
Contributed by: Keiji Tonomura, Yukiko Konno, Minh Thi Cao Koike and Yoshiteru Matsuzaki, 
Nagashima Ohno & Tsunematsu 

25 CHAMBERS.COM

es” under the PMDA, approval is required for 
their manufacture and sale, and approval or cer-
tification is also required for individual medical 
device products. Whether AI-based diagnostic 
support software and other medical programs 
constitute “medical devices” must be deter-
mined on a case-by-case basis, but the MHLW 
has provided a basic framework for making such 
determinations.

According to this framework, the following two 
points should be considered.

• How much does the programmed medical 
device contribute to the treatment, diagnosis, 
etc, of diseases in view of the importance of 
the results obtained from the programmed 
medical device?

• What is the overall risk, including the risk of 
affecting human life and health in the event 
of impairment, etc, of the functions of the 
programmed medical device?

In addition, when a change procedure is required 
to change a part of the approved or certified 
content of a medical device, the product design 
for an AI-based medical device may be based 
on the assumption that its performance will con-
stantly change as new data is obtained after the 
product is marketed. Given the characteristics 
of AI-based programs, which are subject to con-
stant changes in performance and other aspects 
after their initial approval, the amended PMDA 
(which came into effect in September 2020) 
introduces a medical device approval review 
system that allows for continuous improvement.

Given that medical services such as diagnosis 
and treatment may only be performed by physi-
cians, programs that provide AI-based diagnos-
tic and treatment support may only serve as a 
tool to assist physicians in diagnosis and treat-

ment.Physicians will be responsible for making 
the final decision.

Medical history, physical and mental ailments, 
and the results of medical examinations con-
ducted by physicians are considered “per-
sonal information requiring special care” under 
the APPI and, in principle, the consent of the 
patient must be obtained when obtaining such 
information. In many cases, medical institutions 
are required to provide personal data to medical 
device manufacturers for the development and 
verification of AI medical devices. In principle, 
the provision of personal information to a third 
party requires the consent of the individual, but 
it may be difficult to obtain prior consent from 
the patient. An opt-out system is also in place. 
However, it cannot be used for personal informa-
tion requiring special care.

Anonymised information, which is irreversibly 
processed so that a specific individual cannot 
be identified from the personal information, can 
be freely provided to a third party. However, it 
has been noted that it is practically difficult for 
medical institutions to create anonymised infor-
mation. In addition, the Next-Generation Medi-
cal Infrastructure Act allows authorised business 
operators to receive medical information from 
medical information handlers (hospitals, etc) and 
anonymise it through an opt-out method. How-
ever, it is not widely used.

Effective 1 April 2024, the revised Next-Gener-
ation Medical Infrastructure Act introduced the 
new category of pseudonymised medical infor-
mation. Unlike fully anonymised data, these 
datasets retain all clinical detail while removing 
only direct identifiers such as names and chart 
numbers; they are created under strict safe-
guards by government-certified data-creation 
entities and may be accessed solely by certified 
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data-use entities within a pre-publicised frame-
work of joint use. Patients need only be informed 
and given the opportunity to opt out, allowing 
large-scale, real-world data to accelerate medi-
cal research and development.

14.4 Autonomous Vehicles
Regarding traffic rules, amendments to the Road 
Traffic Act have already been enacted to per-
mit Level 3 (conditional automated driving) and 
Level 4 (unmanned automated driving). In 2024, 
pilot projects and commercial services featuring 
Level 4 fully driverless mobility solutions gath-
ered pace in regional public-transport settings, 
and the government announced that it would 
streamline regulatory procedures and widen the 
geographic scope in which such services may 
operate.

Regarding liability in the event of an accident, 
there are no specific regulations that determine 
liability when an autonomous vehicle causes an 
accident; currently, the existing legal framework 
applies. Under the current law, the entities liable 
in the event of an accident involving an autono-
mous vehicle include the driver, the operator (a 
concept that includes the owner of the vehicle 
and the transport business operator, in addition 
to the driver) and the manufacturer of the vehi-
cle.

As for the driver’s liability, under the amended 
Road Traffic Act, at Level 3, the driver is not 
required to be vigilant if not requested to override 
and take over the autonomous driving system; 
thus, liability for accidents occurring without an 
override request is limited to exceptional circum-
stances. At Level 4, given that intervention by a 
person riding in the car is not requested at all, 
the person in the car will not bear any responsi-
bility if an accident occurs.

Regarding the manufacturer’s liability, under the 
Product Liability Act, there is currently an active 
discussion on how to define the autonomous 
vehicle’s “defect” that must be proven by the 
victim. But, generally, it is considered very chal-
lenging to hold manufacturers liable under the 
Product Liability Act when an autonomous vehi-
cle causes an accident.

In light of this, the government has a policy to 
ensure the protection of a traffic accident victim 
by clarifying that the operator’s liability applies to 
autonomous driving for the time being. In Japan, 
when a personal injury accident occurs, the 
operator is subject to almost strict liability. When 
the operator is held liable, victims are compen-
sated through the compulsory automobile liabil-
ity insurance that comes with the vehicle.

14.5 Manufacturing
There are currently no specific regulations or 
government guidelines for the use of AI in man-
ufacturing. Nevertheless, the “AI Guidelines for 
Businesses” are broadly applicable to the use 
of AI in the manufacturing sector. Interestingly, 
a document released in June 2020 by the Regu-
latory Reform Promotion Council – an advisory 
body to the Cabinet Office – suggests that exist-
ing regulations regarding the inspection of prod-
ucts at manufacturing facilities could be relaxed 
if AI is used to assist in the inspection. It states: 
“If precise risk management is carried out using 
digital technologies during the manufacturing 
process, inspections themselves should be con-
sidered unnecessary”.

14.6 Professional Services
In addition to legal services (see 9. Legal Tech), 
when AI assists with professional services such 
as tax and accounting work, individual profes-
sional regulations must be observed. By way of 
example, as stated in Article 72 of the Attorneys 
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Act, non-lawyers or entities other than law firms 
are not permitted to engage in the practice of 
law as a business. Nevertheless, a violation will 
not occur if the relevant AI services are intended 
to assist lawyers and are designed so that the 
output of AI services must be reviewed by law-
yers and then provided to clients as the lawyers’ 
own work product. However, if the output of the 
AI services is provided directly to clients, there 
may be a problem under the Attorney Act. As 
there are many such restrictions under current 
laws applicable to professional services, it is 
necessary to ensure that AI performing certain 
professional tasks does not violate these profes-
sional regulations.

15. Intellectual Property

15.1 IP and Generative AI
IP Protection of the AI Process
Generative AI processes involve:

• training the AI model using a training dataset; 
and

• generating outputs by providing prompts to 
the trained model.

These processes may yield valuable assets 
such as the AI model, training datasets, input 
prompts, and output. These assets may be pro-
tected under IP law, as follows.

AI model
Mathematical or theoretical AI models are 
generally not eligible for patent protection, as 
they are often viewed as discoveries of natural 
laws. However, if the learning methods of an AI 
model provide innovative solutions to existing 
problems, they can be patented. If not patent-
ed, these innovations can be treated as trade 
secrets, provided they meet the requirements for 

trade secrets. It is unclear whether AI models 
can be recognised as “database works” or “pro-
gram works” under copyright law.

Training dataset
Training datasets typically do not qualify for pat-
ent protection; however, the methods used to 
generate them, unique selections, and combi-
nations of data items and pre-processing tech-
niques that effectively train specific AI models 
can be subjects of patent protection. If the com-
ponents of the datasets (eg, images, videos and 
music) qualify as works of authorship, they are 
individually protected by copyright. Addition-
ally, if these datasets meet the criteria for trade 
secrets or are offered on a limited basis, they 
can be protected under the Unfair Competition 
Prevention Act.

Input (prompts)
Innovations in prompt-generation methods can 
be patented if they enhance AI system inputs or 
are designed to elicit specific responses. Addi-
tionally, prompts that include copyrighted ele-
ments such as images, videos and music are 
protected under copyright law.

Output
The “Interim Report of the Study Group on Intel-
lectual Property Rights in the AI Era” (JPO, May 
2024) indicates that, for inventions using AI, nat-
ural persons who are creatively involved in the 
invention’s distinctive elements should be rec-
ognised as inventors. This suggests that outputs 
from AI processes can be protected by patents if 
they meet the requirements for patentability and 
if there was creative contribution from natural 
persons in the invention’s distinctive elements.

From a copyright perspective, the “General 
Understanding on AI and Copyright in Japan” 
(Agency for Cultural Affairs, May 2024) states 



JAPAN  Law aNd PraCTiCE
Contributed by: Keiji Tonomura, Yukiko Konno, Minh Thi Cao Koike and Yoshiteru Matsuzaki, 
Nagashima Ohno & Tsunematsu 

28 CHAMBERS.COM

that materials autonomously generated by AI 
are not considered “works” under copyright law, 
as they do not constitute “creatively produced 
expressions of thoughts or sentiments”. How-
ever, if AI is used as a tool with sufficient “crea-
tive contributions” from the user, such material 
may be considered “work”, with the user as the 
“author”.

AI Terms for Input and Output Rights
Generative AI providers typically offer users the 
option to opt out of using their input data for 
model training. Users usually retain ownership 
of outputs generated by these AI tools, per the 
terms of service. However, these terms do not 
guarantee the legal protectability of these out-
puts, as protectability depends on factors out-
lined in the “General Understanding on AI and 
Copyright in Japan”.

15.2 Applicability of Patent and 
Copyright Law
Discussions regarding whether AI technology 
can be recognised as an inventor or co-inventor 
for patent purposes, as an author or co-author 
for copyright purposes, or as a moral right-hold-
er are also taking place in Japan. Under current 
Japanese law, AI is not considered a natural per-
son and therefore cannot be recognised as the 
inventor for patent purposes, as the author for 
copyright purposes, or as the holder of moral 
rights.

In this regard, on 16 May 2024, the Tokyo Dis-
trict Court ruled that an “inventor” as defined in 
the Patent Act is limited to natural persons and 
does not include AI, in a case where the JPO 
in its decision dismissed the patent application 
related to an AI-generated invention because 
only “DABAS (an an AI that invented the inven-
tion autonomously)” was listed as the inventor’s 
name in the national phase documents of the 

Patent Co-operation Treaty application and the 
plaintiff filed a lawsuit to seek the revocation of 
the JPO decision. On 30 January 2025, the IP 
High Court (court of appeal) reached the same 
conclusion that AI cannot be listed as an inven-
tor under current Japanese patent law; however, 
the reasoning differed from that of the Tokyo Dis-
trict Court, which initially focused on the inter-
pretation of the concept of “inventor” under the 
Patent Act. The IP High Court held that the cur-
rent Patent Act only provides a framework for 
granting patents for inventions made by natural 
persons, both in terms of rights and procedures.

However, if a person who used AI to create a 
work had the intention to create a work and 
made a creative contribution, then the resulting 
work may be recognised as having been created 
by the person who used the AI as a tool, rather 
than by the AI itself. In such a case, the natu-
ral person who had the creative intention and 
made the creative contribution is considered to 
be the author. While it is controversial whether AI 
should be given judicial personality, such a legal 
system is not being considered at this point.

15.3 Applicability of Trade Secrecy and 
Similar Protection
AI technology and (big) data utilised in the devel-
opment and use of AI are protected as trade 
secrets just like other informational assets (Arti-
cle 2 (6) of the Unfair Competition Prevention Act 
(the UCPA)) as long as they are:

• kept confidential;
• not publicly known; and
• are useful for business activities.

In relation to the requirement, the latest version 
of the “Trade Secret Management Guideline” 
(METI, March 2025) – which is not legally bind-
ing but is intended to indicate the minimum level 
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of measures required to protect trade secrets – 
states that, even if the information managed as 
confidential by Management Unit A is input for 
generative AI at Management Unit A, the mere 
fact that such information is subsequently gen-
erated and output by generative AI at Manage-
ment Unit B does not negate that such informa-
tion is kept confidential by Management Unit A.

The trade secret holder can seek an injunction 
against unauthorised use by a third party and 
can also claim damages for unauthorised use. 
In addition, criminal penalties may also apply for 
acts of unfair competition, etc, for the purpose 
of wrongful gain or causing damage (Article 21 
of the UCPA).

Moreover, even if the data does not qualify as a 
trade secret because it is not kept secret as it 
is intended to be provided to a third party in the 
course of the development or use of AI, if the 
data constitutes technical or business informa-
tion that is accumulated to a significant extent 
and is managed by electromagnetic means as 
information to be provided to a specific party on 
a regular basis, it is protected as “shared data 
with limited access” (Article 2 (7) of the UCPA). 
The holder of the rights to shared data with 
limited access can seek an injunction against 
unauthorised use by a third party and can also 
claim damages for unauthorised use. However, 
unlike trade secrets, there are currently no crim-
inal penalties with regard to shared data with 
limited access.

Protection Based on Judicial Precedents
Even if not protected by the UCPA, unauthorised 
use of data may constitute a tort under Article 
709 of the Civil Code if there are special circum-
stances, such as infringing on legally protected 
interests (Supreme Court judgment, 8 December 
2011, Minshu 65 (9)3275 (2012)). Legally pro-

tected interests include business interests in 
business activities (a case in which incorporat-
ing another company’s database into one’s own 
database for sale was considered to constitute 
a tort (Tokyo District Court judgment, 25 May 
2001, Hanta 1081, 267 (2002)).

Protection Through Contracts
Even if not protected by the UCPA, it is possi-
ble to set rights and obligations related to data 
between parties in data transaction contracts 
and protect valuable data. However, in current 
Japanese law, data – which is an intangible asset 
– is not recognised as an object of ownership 
and remains a subject of the right to use under 
the contract. Especially for programs or models 
and their source code, it is reasonable to expect 
that they should be treated separately, so it is 
desirable to explicitly agree on the handling of 
the source code in cases where the transfer of 
the source code is an issue.

15.4 AI-Generated Works of Art and 
Works of Authorship
Copyright Law
Works created autonomously by AI are not pro-
tected by copyright, given that AI lacks ideas or 
emotions. However, if the user of AI (a human 
being) has creative intent in the process of gen-
erating the work and contributes creatively to 
obtaining the AI-generated work through instruc-
tions or other means, the user can be considered 
to have creatively expressed their thoughts or 
sentiments using AI as a tool and the work can 
be protected as a copyrighted work.

Using third-party copyrighted works for the pur-
pose of “AI learning” before generating AI-creat-
ed work does not constitute copyright infringe-
ment. This is because, in certain cases where the 
use is not intended for enjoying the expression 
of thoughts or sentiments in the copyrighted 
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work (Article 30-4 (ii) of the Copyright Act), cop-
yright protection does not apply and such use 
is not considered copyright infringement. How-
ever, if one tries to use the copyrighted works as 
they are for a database rather than as data for 
AI-learning purposes, such use may constitute 
copyright infringement, even under the above-
mentioned conditions.

Copyright infringement is established when 
someone relies on and uses another’s copy-
righted work (in other words, someone’s work 
is derived from the copyrighted work). However, 
it is controversial whether the reliance require-
ment is satisfied in the case where AI that is 
developed using another’s copyrighted work 
as AI-learning data produces its own work that 
resembles another’s copyrighted work that was 
used as AI-learning data; there is no established 
view on this matter.

Patent Law
AI-related technologies, including inventions 
of methods for AI to produce works and works 
produced by AI, are eligible to receive patents 
as long as they meet the general patent require-
ments. Under Japanese law, data and pre-trained 
models are not considered excluded from eligi-
bility for patent protection, as long as they are 
considered programs or program equivalents (ie, 
data with structure and data structure). On the 
other hand, data or datasets that are merely pre-
sented as information are not eligible for patent 
protection.

15.5 OpenAI
As mentioned in 15.3 Applicability of Trade 
Secrecy and Similar Protection, if the user of AI 
has creative intent in the process of generating 
the work and contributes creatively to obtain-
ing the AI-generated work through instructions 
or other means, the user can be considered to 

have creatively expressed their ideas or emo-
tions using AI as a tool. In such cases, the AI-
generated work is protected as a copyrighted 
work. This also applies to creating works and 
products using OpenAI and there is no differ-
ence in protection whether the product is an 
image or text.

However, the extent to which creative contribu-
tion must be made in order to qualify for cop-
yright protection is determined on a case-by-
case basis and is still controversial. Under the 
Copyright Act, it is likely that the prompts used 
to generate high-quality output can be protect-
ed as copyrighted works unless they are mere 
ideas since the copyright protects expressions 
not ideas. On the other hand, even if the prompt 
can be protected by the copyright, it is likely 
that the work generated by/with OpenAI is not a 
derivative work of the prompts if creativity in the 
prompts is difficult to find in the generated work.

16. Antitrust

16.1 Emerging Antitrust Issues in AI
Key emerging antitrust issues in AI are being 
addressed by the JFTC, in a similar way as by 
competition authorities worldwide. The JFTC 
published “Report on Algorithms/AI and Com-
petition Policy” in March 2021 (the “JFTC’s 2021 
Report”) and a discussion paper on “Competition 
in Generative AI” in October 2024 (the “JFTC’s 
2024 Paper”). These documents identify several 
critical concerns associated with the use of AI.

Acqui-hires (Partnerships for Specialised 
Talent Acquisition)
The JFTC’s 2024 Paper addresses how com-
panies use partnerships to acquire specialised 
talent. The document points out that when com-
panies recruit executives or employees from 
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competitors or promising start-ups as teams or 
departments, such acts can have effects simi-
lar to business transfers and potentially impact 
competition. This is particularly significant in the 
generative AI market, where specialised talent 
drives innovation and creates value in AI prod-
ucts, making talent acquisition a key competi-
tive factor in the development of AI models and 
products.

Price Fixing and Algorithmic Collusion
The JFTC’s 2021 Report categorises algorithmic 
collusion into four types: monitoring algorithms, 
parallel use of algorithms, signalling algorithms, 
and self-learning algorithms. It identifies specific 
scenarios where algorithmic co-ordination may 
constitute illegal co-ordination – for example, 
when multiple competitors use pricing algo-
rithms from the same vendor while aware that 
prices will be synchronised, or when platform 
providers set identical discount rate limits for all 
users who knowingly use these systems. The 
2024 Paper indicates that, when multiple devel-
opers use the same generative AI model or when 
businesses adopt identical AI-powered applica-
tions, situations may arise where pricing strat-
egies and production targets become identical 
or similar due to matching underlying data and 
algorithms, potentially affecting competition.

Abuse of Data-Driven Market Power
Both JFTC documents highlight concerns about 
market power abuse through:

• data access restrictions that prevent new 
market entry;

• self-preferencing by platforms operating in 
dual roles;

• the manipulation of ranking algorithms to 
favour affiliated services; and

• tying practices, such as cloud service pro-
viders requiring customers to use their AI 
models.

A notable Japanese case involved a restaurant 
claiming a rating platform unfairly lowered its 
ranking through algorithm changes. Although a 
Tokyo District Court initially awarded damages 
in 2022, the High Court overturned this decision 
in 2024, with an appeal now pending before the 
Supreme Court.

While the JFTC’s 2021 Report states that algo-
rithmic co-ordination can be addressed under 
existing antitrust law in many cases, the JFTC 
has recognised that the rapidly evolving nature 
of generative AI markets necessitates continued 
vigilance. In its 2024 Paper, recognising the rap-
idly evolving nature of generative AI markets, the 
JFTC is actively collecting information and con-
ducting market surveys through hearings with 
relevant stakeholders. The commission plans to 
proceed with investigations in an agile manner, 
given the fluid state of AI markets – organising 
facts in a timely way and, when necessary, pro-
viding perspectives on the application of anti-
monopoly law and competition policy to these 
emerging issues.

17. Cybersecurity

17.1 Applicability of Cybersecurity 
Legislation to AI
Emerging Risk of AI-Enabled Cyber-Attacks
The annual report of Japan’s National Police 
Agency (published in March 2025) points out 
that malicious programs and phishing emails 
generated using AI have been observed. It also 
notes that the risk of cyber-attacks exploiting AI 
is increasing.
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Legal Framework for Cybersecurity
Japan does not have a comprehensive legal 
framework dedicated to cybersecurity at the 
moment. Instead, cybersecurity-related require-
ments are established through various individual 
laws. By way of example, the APPI imposes an 
obligation on business operators handling per-
sonal information to implement security meas-
ures to address risks such as data breaches.

Future Policy Direction for AI-Driven 
Cyberdefence
In the supplementary resolution attached to the 
“Bill on the Prevention of Damage Caused by 
Unauthorised Activities Against Critical Comput-
ers” (the “Active Cyberdefence Bill”) currently 
being discussed in the National Diet, it was stat-
ed that “[t]aking into account the initiatives and 
needs of the private sector and others, neces-
sary measures should be studied and promoted 
through public-private collaboration to improve 
the efficiency of cyberdefence operations by uti-
lising new technologies such as AI”. Accordingly, 
it is expected that measures to counter cyber-
attacks leveraging AI will be developed going 
forward.

18. ESG

18.1 ESG Dimensions of AI
The Ordinance on Disclosure of Corporate Infor-
mation, etc. has been revised and, as of the 
fiscal year ending March 2023, companies are 
required to disclose their approach to and initia-
tives regarding sustainability in their securities 
reports and other documents. Additionally, on 5 
March 2025, the Sustainability Standards Board 
of Japan (SSBJ) published sustainability disclo-
sure standards, including the universal standard 
“Application of Sustainability Disclosure Stand-
ards”, the first thematic standard “General Dis-

closure Standards,” and the second thematic 
standard “Climate-Related Disclosure Stand-
ards”. The use of AI to streamline the collection 
and analysis of data related to these reports is 
not prohibited by law.

The proliferation of AI and data centres is gen-
erating significant electricity demand, reignit-
ing discussions about the necessity of nuclear 
power plants.

19. AI Governance and 
Compliance

19.1 AI Governance and Best Practice 
Compliance Strategies
Given that there is no comprehensive AI regula-
tion in Japan, best practice includes:

• compliance with existing laws in specific 
areas;

• building a robust AI governance framework;
• contractual measures; and
• technical measures.

The following discussion focuses on the first 
three points.

Legal Compliance
When developing, providing or using AI, it is nec-
essary to comply with existing laws, especially 
both the Copyright Act and the APPI. These 
issues are discussed in more detail in other sec-
tions of this chapter.

Risk Management and Governance 
Framework (Building an AI Governance 
System)
Given that there is no comprehensive AI regula-
tion in Japan, there is a need to address risks 
not necessarily covered by law, such as bias and 
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fairness issues. In this regard, mere compliance 
with existing regulations is not sufficient. There-
fore, companies developing high-risk AI systems 
in particular are increasingly considering estab-
lishing a comprehensive AI governance frame-
work across their organisations. Such AI govern-
ance frameworks mainly consist of an internal 
process to identify and address AI risks, as well 
as the organisations and personnel that develop 
and operate these processes.

Guidance that can be useful in this context 
includes the “AI Guidelines for Businesses”. 
Although these guidelines are not legally bind-
ing and non-compliance does not incur penal-
ties, Japanese case law suggests that widely 
adopted guidelines could be considered when 
determining important issues such as breaches 
of duty of directors. Consequently, industry par-
ticipants are advised to review these guidelines 
to ensure that their systems are not significantly 
below industry standards.

Contractual Measures
Given that multiple parties are involved in the 
process of developing, providing or using AI, 
it is worth considering contractually allocating 
appropriate risk distribution and responsibility 
sharing. In this context, the AI Contract Check-
list published by the METI in February 2025 
(see 12.1 Procurement of AI Technology), and 
the “Contract Guidelines on the Utilisation of AI 
and Data” published by the METI in June 2018 
can serve as a useful reference. However, it is 
important to be cautious of regulations found in 
other applicable laws, such as the Subcontract 
Act, the Consumer Contract Act, and the stand-
ard terms of contract provisions under the Civil 
Code, which invalidate certain contract clauses 
that unilaterally impose a disadvantage on a 
counterparty.
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